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I. INTRODUCTION 
Reference [1] defined fraud as any action that is 

surreptitiously undertaken by one party called the perpetrator 
for the aim of obtaining an unfair advantage over another 
called the victim. Advance Fee Fraud (AFF) commonly 
known as 419, is a fraudulent process of enticing a victim 
with a bogus business proposal, with a promise to transfer 
large sums of money, usually in foreign exchange, purported 
to be part of the proceeds of certain contracts, to the 
addressee’s bank account to be shared in some proportion 
between the parties [2], [3]. Among the different means by 
which fraudulent crimes are perpetuated, the email has 
remained the most popular among the techniques used to 
target innocent victims for fraud [4]. The rapid growth of the 
Internet which has led to a significant increase in the number 
of email users at the same time has also led to an increase in 
spam emails rate by fraudsters. A statistical report showed 
that 70% of the email in circulation during the second week 
of 2014 was spam or illegitimate emails [5].  

Fraud detection protects customer and enterprise 
information, assets, accounts, and transactions through the 
real-time, near-real-time or batch analysis of activities by 
users and other defined entities [6]. Fraud detection uses 

background server-based processes that examine users’ and 
other defined entities’ access and behavior patterns, and 
typically compares this information with the profile of what 
is expected. Fraud detection is not intrusive to a user unless 
the user’s activity is suspected, however it tries to detect and 
recognize fraudulent activities entering the systems in order 
to report them to the system manager. 

Various research has adopted artificial intelligence and 
statistics in the development of fraud detection, many of 
which have a centralized control leading to difficulty in 
understanding the changing dynamics of fraudulent 
environments [7]. Artificial intelligence and statistical 
techniques applied to fraud detection includes but not limited 
to Naıve Bayes classifiers for email spam detection [8], [9] 
and network intrusion detection [10]; Support vector 
machines for email spam detection [11], phishing detection 
[12] and network intrusion detection [13] and Learning vector 
quantization [14], fuzzy association rules [15], agent-based 
IDS [16], and AdaBoost algorithm for network intrusion 
detection. Other techniques include Hidden Markov model 
[17], association rules [18], Dempster–Shafer theory [19] and 
Statistical methods [20]. 

Fraudulent activities are increasing at an alarming rate 
thereby causing great damage to the integrity of a majority of 
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honest individuals. The email has also proven to be the most 
popular means of perpetuating fraudulent activities such as 
advance fee fraud and is responsible for financial losses of up 
to $6 billion in the last 2 years. The detection of fraudulent e-
mails provides a means of safeguarding the interests of 
unsuspecting online users by providing a real-time and early 
detection of fraudulent e-mails on arrival. In this paper, an 
attempt was made to construct a dataset suitable for the 
detection of fraud from the content of e-mails following 
which a supervised machine learning algorithm was used to 
formulate the fraud detection model required for identifying 
fraudulent mails. 

A review of related works revealed that a number of them 
were more concerned with the detection of spam mails and e-
commerce fraud. A number of the reviewed papers are 
presented in the following paragraphs. 

Reference [21] worked on the detection of spam mails 
using a combination of machine learning algorithms. Sample 
emails were collected from the UCI Database and pre-
processed in order to remove redundant and root words. 
Relevant features were selected from the initially identified 
features using particle swarm optimization (PSO) and the 
Multi-Layer Perceptron (MLP). The features extracted were 
used to develop spam detection model using the support 
vector machines (SVM).  

Reference [22] worked on the automatic classification of 
e-mails using genetic algorithm. The study adopted the use of 
500 Sample e-mail data consisting of 300 spam mails and 200 
ham mails from which keywords were extracted following 
the removal of articles and numerical texts. The email 
classification model was formulated using the genetic 
algorithm. The results of the study showed that the genetic 
algorithm was able to identify spam mails for the dataset 
using the data dictionary with an accuracy of 81%. 

Reference [23] worked on the cost implication of credit 
card fraud. Data was collected from a database consisting of 
80 million individual credit and debit card transactions 
containing 27 attribute data from which were selected 14 
features based on the decision of the card processing 
company risk team. The results of the study showed that the 
Bayes minimum risk model was able to identify the risk 
associated with credit card fraud. The best solution showed a 
cost of 36,634 Euros owing for 23% savings of initial cost.  

Reference [24] worked on the review of Fraud Detection 
Techniques: Credit Card. The study performed a review of 
techniques applied to credit card fraud detection highlighting 
the advantages and disadvantages of each technique. The 
results of the study showed that a number of novel techniques 
have been applied to the detection of credit card fraud among 
which were naïve Bayes, neural network, genetic algorithms 
and outlier detection methods. 

II. METHODOLOGY 
This section presents the materials and methods that were 

deployed for the development of the classification model 
required for the detection of fraudulent e-mails. The materials 
and methods used for data identification and collection, 
model formulation and simulation alongside performance 
evaluation were also presented. 

A. Method of Data Identification and Collection 

The dataset required for this study are fraudulent, spam and 
ham mails. However, the most commonly available dataset 
only contained records of spam and ham mails. As a result of 
this, an additional dataset was also identified which consisted 
of fraudulent e-mail (unstructured data). The e-mail contents 
of the dataset were preprocessed by applying tokenization for 
extracting e-mails contents, stop word removal for removing 
prepositions and articles, and stemming for converting word 
variations to their base words. This was done in order to 
extract the features within the mail for conversion into a 
structured dataset and combined with an existing dataset 
consisting of spam and ham mail records.  

The Spambase dataset which consisted of records of spam 
and ham alone was collected from the UCI Machine Learning 
repository at 
https://archive.ics.uci.edu/ml/datasets/spambase. The dataset 
existed in structured form consisting of the features extracted 
alongside the class label classified spam and ham which were 
identified by the value 1 and 0 respectively. The dataset 
consisted of 4601 records composed of 1813 spam and 2788 
ham mails identified using 57 continuous-valued features 
which identified the value of the term frequency-inverse 
document frequency (TF-IDF) of each feature which is in Fig. 
1. 

The CLAIR dataset which consisted of 3974 records of 
fraudulent e-mails was assessed from the Kaggle website at 
https://www.kaggle.com/rtatman/fraudulent-email-corpus. 
Each record consisted of the e-mail header and the body of 
the e-mail containing the text. Unlike the Spambase dataset, 
it existed in a raw and unstructured format that was required 
to be pre-processed using tokenization, stop-word removal 
and stemming in order to convert the e-mails into a structured 
format similar to the Spambase dataset. A sample e-mail 
record is presented in Fig. 2. 

B. Extraction of Feature Set from Dataset 
For the purpose of the development of the fraud detection 

model for emails, there was the need of converting the 
unstructured contents within the CLAIR emails collected into 
a structured format similar to the Spambase features. The 
features extracted are the words that were found within the 
body of the CLAIR email contents. The text preprocessing of 
emails required the use of NLP tools for the purpose of 
performing the different text preprocessing stages required 
for converting the unstructured data into a structured format.  

The Tokenizer was used to divide sentences in each e-mail 
into the words found in the sentence. Stop word removal was 
performed in order to remove all punctuation marks, 
pronouns, prepositions and determinants present in the 
tokenized words. The stemmer was required for reducing 
variation of a particular word to a single word for the purpose 
of reducing all inflexed word forms such as activity, activate 
and active which can be reduced to activ or families, familiar 
which becomes famili and so on. The stemming algorithm 
used was the Porter’s Stemmer. The features that were 
extracted from the CLAIR dataset were used to develop a 
Term-Document Frequency feature set which contained the 
identified words on each column with a set of values for each 
e-mail record. 
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Fig. 1. Spambase dataset. 

 
 

 
Fig. 2. Example of e-mail from Clair dataset. 

 
The values were represented by either a 0 or 1 such that 

whenever a word was found in a document then a feature 
value of 1 was assigned otherwise a 0 was assigned. For the 
Spambase dataset, each feature value was converted to a 
binary value by ensuring that whenever the value of the TF-
IDF of each term was greater than 0 then a value of 1 was 
adopted and when 0 a value of 0 was adopted. Therefore, the 
two dataset (Spambase and CLAIR) consists of a feature set 
of words with values of either 0 or 1 whenever a word was 
not found or not found in an email with a target class label of 
either spam, ham, or fraud. By combining the Spambase and 
CLAIR dataset, a total of 8575 e-mail records were collected. 

C. Data Preparation 
In order to convert the preprocessed words in the emails 

collected from CLAIR dataset into a structured form, the 
words identified from both email samples (CLAIR and 
Spambase) were used to form a term-document matrix, Dij 
which represents the occurrence of each term/word wi within 

each e-mail dj. In a term-document matrix Dij the rows 
represent the presence (or absence) of a word wi in a 
document Dj while each column identifies the words been 
identified in each document. There was the need to identify 
the features that are unique to CLAIR e-mails (A), identifying 
the features that are unique to Spambase e-mails (B) and 
identifying the features that are common to Spambase and 
CLAIR e-mails (C=A∩B).  

The features that were extracted from the CLAIR dataset 
were compared with those extracted from Spambase dataset 
in order to identify the features that were unique to CLAIR 
dataset (A), the features that were unique to Spambase dataset 
(B) and the features that were common to CLAIR and 
Spambase dataset C=A∩B. The 3 set of features were 
combined into a single feature set A∪B∪C. Fig. 3 shows a 
Venn diagram which gives the description of how the features 
extracted from both datasets were combined.  

 

 
Fig. 3. Consolidation of Dataset Features. 

 
It can be seen in Fig. 3 that the features present in the 

CLAIR dataset (A∪C) features unique to CLAIR (A) and 
those common to Spambase dataset (C) while features present 
in Spambase (B∪C) contains features unique to Spambase (B) 
and those common to CLAIR dataset (C). Following the 
identification of the features that were common and unique to 
both datasets, the features that were present and absent in the 
CLAIR dataset and in the Spambase dataset were identified 
by parsing the extracted features through each e-mail.  

Following the process of creating the term-document 
matric for all 8575 email samples collected, the class of each 
email was used to map each row of the term-document matrix 
to either of Ham, Spam and Fraud. Therefore, the term-
document matrix created in this study consisted of 8575 rows 
of documents Dj and n columns of features/words/terms 
extracted from emails. A function f which represents the 
fraud classification model was required for mapping the n 
words/features   to the target class with the values Ham, Spam 
and Fraudulent according to the relationship shown in (1). 

Defined as: 
 

𝑓(𝑤!, 𝑤", ……… ,𝑤#	) = +
𝐻𝑎𝑚
𝑆𝑝𝑎𝑚
𝐹𝑟𝑎𝑢𝑑

  (1) 

 

D. Model Formulation and Simulation 
The fraud detection model proposed in this study was 

formulated using the MLP architecture of the artificial neural 
network (ANN). The model required the use of neurons 
which were interconnected by weights which specify the 
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strength of connection between nodes. Also, neurons were 
arranged into layers such that neurons from previous layers 
were connected to other layers ahead using weights which 
connected them to activation functions which were used to 
produce normalized outputs. Therefore, the MLP model 
adopted for this study consisted of n input nodes which were 
used to capture data from the input features (words) to nodes 
in subsequent hidden layers using activation functions 
through to the output layer which consisted of 3 nodes for 
spam, ham and fraud outputs. The MLP made use of the back-
propagation algorithm for determining the optimal weights 
required for creating optimal paths from the input nodes to 
the output node for the purpose of fraud detection. 

The formulation of the back-propagation algorithm 
involved the use of the Google drive for the movement of e-
mail data in and out of the process and the TensorFlow back-
end for modeling while 2 MLP models with 2 layers were 
constructed. The multi-layer perceptron model generated in 
this study was modeled using input neurons equal to the 
number of attributes ‘n’ in the dataset which represents the 
initially extracted 12831 words/features from the e-mails with 
values 0 or 1. The input neurons (i1 to iN) were attached to 
the first layer using n weights connecting previous nodes to 
nodes in subsequent layers. In all there were 20 neurons (r1 
to r20) in the first layer connected to 10 neurons (r1 to r10) 
which were also in turn connected 3 neurons (Ham, Spam and 
Fraud) for the multi-layer perceptron network as shown in 
Fig. 4. 

 

 
Fig. 4. Multi-Layer Perceptron Network for Fraud Detection. 

 
 

Therefore, 20 sets of n weights were attached to n inputs to 
the neurons in the first layer of the MLP network. The second 
hidden layer had 10 neurons (s1 to s10) to which were 
attached 10 sets of 20 weights coming from the output of the 
first hidden layer. Finally, the output of the second hidden 
layer were attached to three output layers (o1 to o3) namely: 
Fraud, Ham and Spam. The outputs produced by each neuron 
in the hidden layer and outer later were created using 
activation functions, namely: the rectifier linear unit (ReLU) 
and the Softmax function also called the normalized 
exponential function. The values provided at the output nodes 
were used to determine the error in prediction which is 
required by the back propagation for weight update. 

The mean square error of the prediction made in 
comparison to the actual values recorded in the validation 
dataset was used to adjust the values of the weights based on 
the results of the back propagation algorithm. The weights 
attached to the nodes from the output layer through the hidden 

layers to the input layers were adjusted following which 
another iteration is performed in order to perform further 
adjustments to the model. This process continued until there 
was no more error detected between the predicted and actual 
values of the validation dataset such that there was no need to 
adjust the weights. The final model developed following this 
procedure was then validated in order to determine the 
performance of the fraud detection model. 

III. RESULTS 
This section presents the results of the identification of the 

initial features which were extracted from the sample e-mails 
used for this study using the Python Natural Language 
Toolkit (NLTK). It further presents the results of the back-
propagation algorithm for the selection of optimal weights 
alongside the evaluation of the model performance. 

A. Results of Extraction of E-mail Features 
Following the process of tokenization, stop word removal 

and stemming, a total of 12831 features were extracted and 
parsed into each e-mail for generating a dataset containing the 
extracted features of the CLAIR dataset alongside their 
frequency as shown in Fig. 5. The information about the 
terms that were extracted from CLAIR e-mails alongside 
their frequencies were collected. The features were presented 
as columns and the value of 0 or 1 for each feature if the 
frequency of the term is 0 or greater than 0 was presented in 
the rows. This dataset following pre-processing were later 
consolidated with the Spambase dataset as a single dataset 
required for analysis was generated. 

 

 
Fig. 5. Terms extracted from CLAIR Dataset using Tokenization. 

 
However, the Spambase dataset contained structured data 

consisting of the features in the Spambase e-mails alongside 
their respective TF-IDF (which was used to convert the 
Spambase into a binary dataset). The Spambase dataset 
contained 2788 spam mails and 1813 ham mails. The final list 
of features that were extracted from both datasets were 8575 
and a screenshot of some of these features is presented in Fig. 
6. 
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Fig. 6. Features extracted from Both Dataset. 

 
Fig. 7 shows the final structured dataset that was extracted 

from both datasets. This contains the finally reconciled 
features required for the formulation of the fraud detection 
model. The results of feature extraction from the e-mails were 
followed by the results of the formulation of the back-
propagation algorithm required for the detection of fraudulent 
e-mails. The result of the model formulation is presented in 
the following section. 

 
 

 
Fig. 7. Final Dataset containing Reconciled Features from both Datasets. 

 

B. Results of Formulation and Simulation of Fraud 
Detection Model 
The results of the process of model formulation and 

simulation for fraud detection involved the use of the dataset 
containing the extracted 12831 features. The MLP network 
which depended on the back-propagation algorithm was 
developed using 2 simulations. The experiment was 
performed by using the dataset in such a manner that the 
dataset was split into training/testing dataset proportion of 
(70/30) % and (80/20) % such that there were 6002/2573 and 
6860/1715 for training and testing respectively. Fig. 8 shows 
a screenshot of the interface of the simulation process using 
the Python machine learning library for 20 epochs. 
 

 
Fig. 8. Screenshot of Training and Testing Errors. 

 
The Fig. 8 presented the time taken for each model to be 

built, the error made by the training data and the error made 
by the testing dataset for each epoch/iteration. The simulation 
was completed when the lowest possible error rate was 
determined during the iterations. The screenshot shows that 
the simulation had the error rate at the 14th epoch thus 
terminated and returned the model simulated for validation. 
The results of the error rate for the training and testing 
datasets presented in Fig. 8 is presented the plot in Fig. 9. This 
shows the behavior of the model using the training and testing 
dataset for model validation for model performance 
evaluation. 
 

 
Fig. 9. Graphical Plot of Training and Testing Errors. 

 
The plot showed that the model attained lower error rate 

within the training dataset compared to within the testing 
dataset due to the fact that the training dataset was adopted 
for model development. Since the dataset collected had been 
split into 2 sets of training/testing dataset 70/30 and 80/20, 
both datasets were adopted for the simulation and validation 
of the fraud detection algorithm for this study. In the dataset 
consisting of 30% testing dataset, there was 837 Spam (32.3% 
of Spam), 544 ham (21.14% of Ham) and 1192 Fraud 
(46.33%) e-mails which totals to 2573 (30% of datasets) 
while in the dataset containing the 20% testing dataset there 
were 557 Spam (32.49%), 363 Ham (21.17%) and 795 Fraud 
(46.36%) e-mail datasets. 

C. Results of the Evaluation of Performance of the Model 
By using the 30% of the dataset containing the extracted 

features from e-mails to build the MLP model the following 
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were observed; out of the actual 837 spam mails, 765 were 
correctly classified while 72 were incorrectly classified as 
ham mails respectively; out of the actual 544 Ham mails, 453 
were correctly classified while 90 and 1 were incorrectly 
classified as Spam and Fraud e-mails respectively: while out 
of the actual 1192 Fraud e-mail, 1189 were correctly 
classified while 1 and 2 were incorrectly classified as Spam 
and ham mail respectively. In total there were 2407 correct 
classification out of 2575 owing for an accuracy of 93.55% 
as shown in the confusion matrix in Fig. 10 (Up). 

 

 
Fig. 10. Results of Simulation using 30% (Left) and 20% (Right) Testing 

Dataset. 
 

By using the 20% of the dataset containing the originally 
extracted features from e-mails to build the gradient-based 
BP algorithm the following were observed: out of the actual 
557 spam mails, 508 were correctly classified while 49 were 
incorrectly classified as ham mails respectively; out of the 
actual 363 Ham mails, 295 were correctly classified while 67 
and 1 were incorrectly classified as Spam and Fraud e-mails 
respectively; while out of the actual 795 Fraud e-mail, 791 
were correctly classified while 2 and 2 were incorrectly 
classified as Spam and ham mail respectively. In total there 
were 1594 correct classification out of 1715 owing for an 
accuracy of 92.94% as shown in the confusion matrix in Fig. 
10 (Down). 

IV. DISCUSSIONS 
The results of the simulation and validation of the 

classification models developed were presented on a 3 by 3 
confusion matrix which presented the correct and incorrect 
Table I: Results of the Evaluation of the Performance of the 
Model classifications made during model validation. The 
results presented in the confusion matrix was used to 
determine the values of the performance evaluation metrics 
that were used as a basis of choosing the most effective 
classification model for fraud detection.  

As recalled earlier, 70% and 80% of the collected dataset 
consisting of 6000 and 6860 e-mails respectively were used 

for training all the models that were simulated while 30% and 
20% of the dataset consisting of the remaining 2575 and 1715 
e-mails were used for testing the model during model 
validation based on the results presented in the confusion 
matrix. The results of the study showed that MLP model for 
fraud detection developed using 30% of datasets for testing 
had a better performance compared to using the 20% of 
dataset for testing as shown in Table I. It was observed that 
the accuracy of the model was increased by a value of 0.61% 
owing to the ability to classify 2407 e-mails correctly out of 
2575 e-mails. 

The results of the True Positive (TP) rate which revealed 
the proportion of actual e-mail correctly classified revealed 
that the model was able to correctly identify 91.4%, 83.3% 
and 99.7% of the Spam, Ham and Fraudulent e-mails. 

The results of the False Positive (FP) rate which revealed 
the proportion of e-mails incorrectly classified showed that 
only 5.2% of Ham/Fraud mails were misclassified as Spam, 
3.6% of Spam/Fraud mails were misclassified as Ham while 
0.1% of Spam/Ham were misclassified as Fraud. The 
Precision which showed the proportion of predicted mails 
which were correct showed that 89.4%, 86% and 99.9% of 
mails predicted as Spam, Ham and Fraud were correctly 
classified. Fig. 11 shows a graphical plot of the performance 
of the fraud detection model proposed for this study. 

 

 
Fig. 11. Graphical Plot of Performance Evaluation. 

 
The study showed that adopting the use of the fraud 

detection model formulated and simulated using the 30% 
testing dataset, a better performance compared to the model 
developed using the 20% testing dataset was observed. The 
model using the 30% testing dataset had an increased 
accuracy, TP rate and precision and a reduced FP rate 
compared to using the 30% testing dataset. 

TABLE I: RESULTS OF THE EVALUATION OF THE PERFORMANCE OF THE MODEL 

Training Data Correct Accuracy (%) 
TP rate FP rate Precision 

Spam Ham Fraud Spam Ham Fraud Spam Ham Fraud 
70% Training Data 2407 93.55 0.914 0.833 0.997 0.052 0.036 0.001 0.894 0.86 0.999 
80% Training Data 1594 92.94 0.912 0.813 0.995 0.06 0.038 0.001 0.88 0.853 0.999 

 

V. CONCLUSION 
The study presented a fraud detection model using a MLP 

which adopted the use of a back-propagation algorithm for 
model formulation using e-mail datasets. Two (2) datasets 
which consolidated served as the source of features extracted 
from the e-mails. By combining the features extracted from 
the CLAIR dataset with the features in the Spambase dataset, 

a single dataset required for the detection of fraud was 
presented.  

It was concluded that by using a dataset containing a larger 
proportion of testing dataset (30%) produced a better result 
than using a lesser proportion (20%), during the model 
formulation and simulation using the back-propagation 
algorithm of the MLP classifier. It was also concluded that by 
adopting this model for integration into existing e-mail server 
can further improve the identification of fraudulent e-mails 
rather than their dependence on spam detection algorithms.  
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The study proposes for future work, the adoption of the use 
of other Nature-Inspired Algorithms such as: Swarm 
Intelligent Algorithms. These algorithms can be adopted for 
the purpose of identifying the most relevant features within 
e-mails before the formulation of model using the classifiers. 
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