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I. INTRODUCTION 
Many organizations in the world are seeking effective 

means to provide financial support to brilliant but needy 
students. The normal process of selecting students to sponsor 
usually requires a manual review of the submitted application 
forms, the discretion of the selection committee and 
randomness. The basic parameter for identifying needy 
students in many countries is the family economic survey [1]. 
However, different parameters are chosen by different 
countries and different regions. The United States identifies 
needy students by using family income. Regarding Japan, 
income and assets are used to determine the economic status 
of families. Ugandans depend on the father’s job and the 
number of vehicles or the type of vehicle to determine a 
family’s economic status. Nigerians depend on family 
occupation and family size to determine the economic status 
of the various families. This underlining problem is the 
implementation of a generalized framework for determining 
needy students.  

Previous works for determining needy students are based 
on classification methods such as factorization machines [1], 
deep learning [2], decision tree C5.0 algorithm [3], random 
forest and logistic regression [4]. These related works 
determined needy students from family income, family 
expenditure and level of borrowing. Students’ lifestyle in 
prioritizing study activities [5] also has a part to play in 
managing students’ finances. The above models required 
class labels in a supervised learning environment [6], [7] to 
determine needy students. These models, however, require 
the existing methods for determining needy students which 
are affected by manual review, randomness and discretion of 
a selection committee. This paper determines needy students 
based on income generation and expenditure on critically 

unavoidable circumstances through a hybrid clustering 
mechanism. 

Clustering is the process by which systems or models 
intelligently group similar objects without class labels or 
under unsupervised machine learning mechanisms. There 
have been numerous categorizations of clustering 
mechanisms over the years. The work of [8] classified 
clustering mechanisms into four groups. Exclusive clustering 
(or hard clustering) ensures that each datum belongs to a 
definite cluster. Overlapping clustering (or soft clustering) 
categorizes a datum into two or more clusters using 
membership degree. The hierarchical clustering mechanism 
starts by making every datum as a cluster as a bottom-up 
mechanism (agglomerative) or starts with the entire data set 
as a single cluster and starts splitting into various sub-clusters 
as a top-down mechanism (divisive). Probabilistic clustering 
assigns a subjective probability for a datum to belong to a 
membership of a cluster. 

Reference [9], however, categorized clustering 
mechanisms into five groups. The partitioning clustering 
splits data points into k distinct partitions representing k 
clusters based on such functions as minimizing the square 
error. The K-Means algorithm is an example of a partitioning 
clustering mechanism. The density-based clustering finds 
clusters in regions with higher concentrations of data whilst 
considering spare regions as noise or outliers. The grid-based 
clustering mechanisms use grid data structures to quantize 
space into a finite amount of grids as clusters. The model-
based clustering methods locate clusters by clustering the 
density function based on standard statistics whilst taking 
care of outliers. Reference [10] added text-based and soft 
computing clustering methods to some of the above 
categorizations to obtain eight groups of clustering methods. 
Soft computing clustering uses the evolution approach, fuzzy 
approach and simulated annealing approach to cluster data. 
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Different researchers have combined different categories 
[11], [12] whilst others have provided variations to the 
existing mechanisms in their work [13]. This study selected 
an exclusive (or hard), non-hierarchical, partition-based 
clustering mechanism. Hierarchical clustering lacks 
interpretability about the clusters obtained and inability to 
make corrections once the splitting or merging has been done 
[10], thus, it was ignored. Since the data to be used in this 
work has been cleaned without noise and every data is 
required to be categorized, the density-based method was 
ignored. Grid-based algorithms are usually density-based [9] 
and result in low accuracy levels as they inefficiently handle 
boundary point problems [14].  

Data in this study should exclusively be categorized into 
two groups, either needy students or not needy (financially 
stable students). Because of this, overlapping clustering 
mechanisms were ignored in this study. The Expectation-
Maximization (EM) mechanism which is a Gaussian Mixture 
Model can be implemented as a hard clustering method [15]. 
Thus, K- Means and hard EM algorithms were chosen for this 
study. The results from both algorithms were hybridized 
using the logical AND operator. The remaining parts of this 
paper are divided into three sections. Section II looks at the 
methodology of the study. Section III discusses the results 
and evaluates the method used in this study and Section IV 
concludes the paper 

 

II. MATERIALS AND METHODS 

A. Data Collection 
Data was collected from 1860 respondents. Interestingly, 

all the respondents claimed that they were needy and required 
sponsorship to complete their university education. These 
students have varying conditions. The questionnaire 
demanded answers to the following questions: 

• Number of parents taking care of you 
• Income of your parents 
• Are you working whilst schooling? 
• Your income as a student 
• Debt amount of your parents 
• Number of your household having medical 

problems  
• Cost of medical expenses per day 
• Number of siblings in education 
• Cost of siblings in education 

It can be seen that the data collected is based on income 
generation and expenditure. The first four responses look at 
income generation whilst the remaining responses look at 
how the generated income is spent on critically unavoidable 
issues. 

B. Data Processing and Normalization Mechanism 
Since all the respondents claimed that they were needy and 

the study did not believe same, the class label was ignored. 
Rejecting the class label, forced the problem to be categorized 
or clustered. The data submitted by the respondents was 
normalized. Normalizing data ensures fast convergence with 
an increased level of accuracy [16], [17].  

The benchmark for setting up the ranges of data was based 
on the economic status of the family. The international 
poverty line for determining the economic status of a 

population is set to USD 1.90 [18]. However, the population 
with USD 4.00 are the “floating class” [19]  and they can slide 
back to the international poverty line. The secured middle-
class population earns income between USD 4.00 and USD 
10.00 [19], [20] and they can handle their financial burdens 
and obligations successfully. 

The number of parents taking care of the student (𝑃 ∈
	ℤ!, 𝑃 ≤ 2) was normalized as 0, 1 and 2 where 0 represents 
a student without a guardian. Such students are orphans. 1 
represents students with single parents and 2 represents 
students with both parents. A parent in this study also 
represents a guardian. 

The income of the parent (𝐼𝑃 ∈ 	ℝ!, 𝐼𝑃 ≥ 0) was 
categorized into ranges and was normalized as 0, 1 and 2. 
Irrespective of the number of parents, the income range falls 
under one of the three categories. Zero (0) indicates that the 
total income of the parent(s) is less than USD 4.00, 1 indicates 
that the income of the parent(s) is between USD 4.00 and 
USD 10.00 a day and 2 indicates that the income of the 
parent(s) is greater than USD 10.00 a day. 

The third question regarding whether the student is 
working whilst schooling has two nominal answers, namely, 
yes and no. The study normalized the response as 0 for no and 
1 for yes. Like the income range of parents, the income range 
of students (𝐼𝑆 ∈ 	ℝ!, 𝐼𝑆 ≥ 0) was normalized with three 
values as either 0, 1 or 2. Zero (0) indicates that the student is 
not working or s/he is earning less than USD 4.00 a day. One 
(1) indicates that the student is working and s/he is earning 
between USD 4.00 and USD 10.00 a day. Two (2) indicates 
that the student is working and s/he is earning more than USD 
10.00 a day. 

The debt amount of the parents (𝑃𝐷 ∈ 	ℝ!, 𝑃𝐷 ≥ 0) was 
also normalized with three values as 0, 1 and 2. 0 indicates 
that the parents are not in debt or they are in debt such that 
the total amount to be paid daily is less than USD 4.00. 1 
indicates that the parents are in debt with daily payments 
between USD 4.00 and USD 10.00. 2 indicates that the debt 
of the parents requires a daily payment of more than USD 
10.00. 

The next question demanded the number of household 
members with chronic medical conditions requiring constant 
medication (𝑀 ∈	ℤ!, 𝑀 ≥ 0). This was not normalized. 
However, the daily medical cost (𝑀𝐶 ∈	ℝ!, 𝑀𝐶 ≥ 0) was 
normalized using 0, 1 and 2 where 0 indicates a daily cost of 
less than USD 4.00, 1 indicates a daily cost between USD 
4.00 and USD 10.00 and 2 indicates a daily cost of more than 
USD 10.00 

The number of siblings (𝑆 ∈ 	ℤ!, 𝑆 ≥ 0) being taken care 
of in education was also not normalized. However, the daily 
cost of educating the siblings (𝐸𝐶 ∈ 	ℝ!, 𝐸𝐶 ≥ 0)  were 
normalized as 0, 1 and 2 where 0 indicates a daily cost of less 
than USD 4.00, 1 indicates a daily cost between USD 4.00 
and USD 10.00 and 2 indicates a daily cost of more than USD 
10.00 

Certain attributes of the data collected were ignored. Some 
were irrelevant to the clustering problem, though they were 
used to validate the information provided by the respondents. 
Attributes that could also be inferred from others were also 
ignored. The gender and age data of the questionnaire were 
considered irrelevant to the clustering problem and they were 
therefore ignored. The number of parents was ignored since 



 RESEARCH ARTICLE 

European Journal of Information Technologies and Computer Science 
www.ej-compute.org  

 

   
DOI: http://dx.doi.org/10.24018/ejcompute.2023.3.3.106   Vol 3 | Issue 3 | July 2023 3 

 

its consequential effect is found on the income of the parents. 
The income of the student was enough to handle the question 
of whether the student was working whilst schooling. Thus, 
whether the student was working whilst schooling was 
ignored. Similarly, the number of households with medical 
conditions and the number of siblings in education were both 
ignored as their implications were found in medical and 
educational costs respectively. Thus the resulting attributes 
selected for the clustering problem were: 

• Income of parent(s) 
• Income of student 
• Debt of parent(s) 
• Cost of medical condition 
• Cost of educating siblings 

The remaining data set created records with duplications 
after the normalization process which required further 
cleaning by removing the duplicate records whilst ensuring 
that there was no missing value in the records. The data set 
was reduced to 243 unique records which were used in the 
clustering process. 

C. Working Principles of the Hybrid Clustering Method 
The study depended on two clustering methods for 

categorizing the data into financially stable students and 
financially handicapped students. The methods are K-Means 
and Expectation-Maximization (EM). 

The most crucial aspect of the K-Means algorithm is the 
determination of similarity or dissimilarity among the data 
points. This is usually achieved by computing the distance 
between the chosen centroids and the data points. Distance 
computation has been useful in many applications both in 
machine learning and non-machine learning applications 
[21]. Given that R and Q are two points in n-dimensional 
space, the Minkowski distance, M, which is the generalized 
formula for distance computation is given as: 

 

𝑀 = (3|𝑅" −	𝑄"|#)
$

"%&

&
#

 

 
The value of p determines the type of distance formula 

used. There are three common values of p used. 
When p = 1, we have the Manhattan Distance as 
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When p=2, we have the Euclidean Distance as 
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When p = ∞, we have the Chebyshev Distance which gives 
 

𝐶ℎ𝑒𝑏𝑦𝑠ℎ𝑒𝑣	𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑀𝑎𝑥	(|𝑅" −	𝑄"	|) 
 
The following steps are required in K-Means 

implementation: 
Begin 

1. Determine the number of centroids, say k. 
2. Find the best values for the centroids. 
3. Pick a data point 
4. Calculate the distance between the centroids and the 

data point. 
5. Assign the data point to the cluster with the least 

distance computation between the data point and the 
centroids. 

6. If the least distance computation between the data 
point and two more centroids then 

6.1 Place the data point in any of the clusters 
7. End if 
8. Pick the next data point  
9. If there is more data point 

7.1 Go to step 4 
10. End if 
11. If the assignment in steps 5 through 7 was successful 

or occurred then  
11.1  Go to step 14  

12. Else 
12.1  Go to step 16 

13. End if 
14. Calculate the variance and place a new centroid for 

each cluster 
15. Go to step 3 
16. Finish, the model is ready 

End 
The Chebyshev distance does not consider all the elements 

in the n-dimensional space and therefore, it was ignored. The 
Manhattan distance is longer than the Euclidean distance.  For 
instance, let us consider two points R and Q in 2-dimensional 
space, the Euclidean distance is H(∆𝑅' +	∆𝑄') whereas the 
Manhattan distance is	|∆𝑅| + |∆𝑄|. Squaring both equations, 
the square of the Euclidean distance becomes ∆𝑅' +	∆𝑄' 
whereas the square of the Manhattan distance 
becomes	(|∆𝑅| + |∆𝑄|)'. Expanding the square of the 
Manhattan distance shows that it is greater than the square of 
the Euclidean distance such that ∆𝑅' +	∆𝑄' +
2|∆𝑅|. |∆𝑄| > 	∆𝑅' +	∆𝑄' due to the 2|∆𝑅|. |∆𝑄| factor. 
The normalization process of the data reduces the marginal 
values of the elements in the n-dimensional space which also 
affect the distance computation. The Manhattan distance 
computation will not give a befitting set of clusters. The 
Euclidean distance which turns to compute the shortest path 
between the data points and the centroid will be appropriate 
for this study. However, clustering the dataset with 
Manhattan distance will be used as a control experiment. 

The Expectation-maximization (EM) algorithm combines 
other unsupervised machine learning algorithms with two 
stages. The first stage estimates the missing variables. This 
stage is the expectation or estimation stage. The second stage 
which is the maximization stage optimizes the parameters of 
the model using the maximum likelihood estimation (MLE) 
method that achieves a value that fits the data. The processes 
are repeated until the convergence of the values occurs or is 
less than the tolerance error. 

Given the dataset for the chosen attributes of the study 
𝐷",* 	such that ∀𝑖, 𝑖 ∈ ℤ!, 𝑖 ≤ 5, the five chosen attributes and 
∀𝑗, 𝑗 ∈ ℤ!, 𝑗 ≤ 243, the dataset instance numbers. Also, 
𝐷",* ∈ {0, 1, 2}, the normalized values for specific attribute i 
and dataset instance number j. Let 𝐶	* ∈ {0, 1}, ∀𝑗 ∈ ℤ!, 𝑗 ≤
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243, be the cluster labels for each dataset instance number j 
such that 𝐶	*+ 𝑠 are unknown or unobserved.  
The data now turns 
 

𝐷&,&        𝐷&,'   …  𝐷&,, 𝐶	& 
𝐷',&         𝐷','  …  𝐷',, 𝐶	' 

. 

. 

. 
𝐷'-.,&    𝐷'-.,'   …  𝐷'-.,,   𝐶	'-. 

 
The dataset consists of the known  𝐷",*′𝑠 as D only is 

incomplete. Let S = (D, C) be a complete data distribution 
such that S depends on a parameter α such that L(α) denotes 
the likelihood function, then the EM algorithm seeks to find 
MLE for the parameter α which determines the 𝐶	*+ 𝑠.   

The following steps are required in EM implementation:  
Begin 

1. Initialize the model with an incomplete dataset or 
variables as L (α | D, C) where C is the incomplete 
variable and α is the missing parameter. 

2. Let t=0 be an initial estimate for α as α⏞/ 
3. Guess the incomplete variable from the observed data. 

Thus, given D and α⏞/, determine the conditional 
density f(c | D, α⏞/) for the completion variables and 
calculate the expected log-likelihood value by 

Q (α | α⏞/) = ∫ ln(𝑓(𝐷, 𝑐	|	α)) 	× f	( c	 _	D, α⏞
/a 𝑑𝑦 

4. Use the completion variables to update the parameter 
of the model as α⏞/!& 

5. If missing variables converge or ||α⏞/!&- α⏞/ || ≤ error 
tolerance then 

5.1 Model development is done 
6. Else 

6.1 t = t + 1 
6.2 Go to step 3 

7. End if 
End 

Both K-Means and EM algorithms have limitations but 
they did not affect the study. The K-Means algorithm is 
limited by the determination of the initial number of 
centroids. This study determined the number of centroids 
before the start of the model development. The EM model, 
though uses both forward and backward probabilities and 
converges slowly, it is often guaranteed that the likelihood 
value is enhanced after each iteration. 

Two clusters are generated by both K-Means and EM 
algorithms. Cluster 0 (or simply 0) represents needy students 
whereas cluster 1 (or simply 1) represents not needy students 
(other words, financially stable students). The final 
categorizations are obtained using the logical AND operator 
such that ∀𝐷",* 	∃	𝐶*01234$5 and 𝐶*62 such that 𝐶*01234$5, 
𝐶*62 	 ∈ {0, 1} where 𝐶*01234$5  is the cluster generated by 
the K-Means algorithm and 𝐶*62 is the cluster generated by 
the EM algorithm for the dataset 𝐷",*. If	∀𝑗 ∈ ℤ!, 𝑗 ≤ 243, 
𝐶*01234$5 = 	𝐶*62	 = q 	∈ {0, 1}  then 𝐷",* 	 ∈	q. However, 
if	∀𝑗 ∈ ℤ!, 𝑗 ≤ 243, 𝐶*01234$5 	≠ 	𝐶*62	 then 𝐷",* ∈
𝑐𝑙𝑢𝑠𝑡𝑒𝑟	1 which indicates that it is false that the student is 
needy. 

The WEKA software was used in this study due to its 
flexibility and user-friendly interface. The study seeks to 
work with the categorized data and it is easy to obtain the 
cluster label assigned to each data instance with additional 
coding. WEKA does not require any programming skills to 
use. The major disadvantage of WEKA software has to do 
with the size of the dataset. Fortunately, this limitation did not 
affect this study as the dataset was normalized and the size 
was reduced to 3 KB.  

 

III. RESULTS AND EVALUATION 
Given the initial centroids values for Cluster 0: 0, 0. 0, 0, 0 

and Cluster 1: 2, 2, 2, 0. 0, the final clusters produced the 
following results for the K-Means algorithm using the 
Euclidean distance in Table I. 

 
TABLE I: CENTROID VALUES OF K-MEANS ALGORITHM AFTER 

CLUSTERING USING EUCLIDEAN DISTANCE 
Attributes Cluster 0 Cluster 1 

Parents Income 0.5 1.3007 
Student Income 0.3 1.4118 

Parent Debt 1.2 1.4118 
Medical Cost 1 1 

Siblings Education Cost 1 1 

 
Out of the 243 datasets, 90 of them representing 37% of 

the total dataset were categorized as cluster 0 (needy 
students). On the other hand, 153 of the total datasets 
representing 63% were categorized as cluster 1 (financially 
stable students). Fig. 1 shows a graphical representation of 
the clusters when the instance number is plotted against the 
instance number 

 

 
Fig. 1. K-Means Clustered Dataset. 

 
From Fig 1, the dataset coloured blue represents elements 

of Cluster 0 whereas the dataset coloured red represents 
elements of Cluster 1. The sum of squares within-cluster 
distance after clustering was 162.0. 

Table II shows the metrics of Cluster 0 and Cluster 1 in 
terms of the means and standard deviations of the attributes 
when the EM algorithm was used for clustering. 

Out of the 243 datasets, 81 of them representing 33% of 
the total dataset were categorized as Cluster 0 (needy 
students). On the other hand, 162 of the total datasets 
representing 67% were categorized as Cluster 1 (financially 
stable students).  Fig 2 shows a graphical representation of 
the clusters when the instance number is plotted against the 
instance number. 
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TABLE II: CLUSTERING METRIC VALUES OF EM ALGORITHM  
Attributes Metrics Cluster 0 Cluster 1 

Parents Income 
Mean 0.9999 1.0062 

Stand. Dev 0.8165 0.8202 

Student Income 
Mean 0.0005 1.4914 

Stand. Dev 0.0228 0.5114 

Parent Debt 
Mean 1.3333 1.3333 

Stand. Dev 0.6667 0.6667 

Medical Cost 
Mean 1 1 

Stand. Dev 0.8165 0.8165 

Siblings Education Cost 
Mean 1 1 

Stand. Dev 0.8165 0.8165 

 

 
Fig. 2. EM Clustered Dataset. 

 
From Fig. 2, the dataset coloured blue represents elements 

of Cluster 0 whereas the dataset coloured red represents 
elements of Cluster 1. The final log-likelihood value after 
clustering was -4.83197 which is useless since it is not 
compared with another log-likelihood value, though a high 
absolute value of log-likelihood indicates a good model. 

It can be deduced from the above that the K-Means 
algorithm with Euclidean distance produced nine (9) more 
needy students than the EM algorithm. However, going 
through the categorization list produced by both K-Means 
and EM algorithms,  198 datasets were categorized the same 
by both algorithms leaving out 45 datasets which were 
categorized differently by both algorithms. Of these 198 
datasets, 63 of them were categorized as Cluster 0 (needy 
students) and 135 were categorized as Cluster 1 (financially 
stable students). Applying the logical AND operator for the 
remaining 45 datasets categorizes them as elements of Cluster 
1. Thus, there were 180 elements representing 74% of the 
total dataset in Cluster 1 and 63 elements representing 26% 
of the total dataset in Cluster 0 at the end of the study.     

Could the K-Means with Manhattan distance produce 
better results than the Euclidean distance? To answer that 
question, the dataset was categorized using the K-Means 
algorithm with Manhattan distance as well. Given the initial 
centroids values for Cluster 0: 0, 0. 0, 0, 0 and Cluster 1: 2, 2, 
2, 0. 0 the final clusters produced the following results for the 
K-Means algorithm using the Manhattan distance in Table III.  

Out of the 243 datasets, 108 of them representing 44% of 
the total dataset were categorized as cluster 0 (needy 
students). On the other hand, 135 of the total dataset 
representing 56% were categorized as cluster 1 (financially 
stable students. The sum of squares within-cluster distances 
was 350.5.  

 

TABLE I: CENTROID VALUES OF K-MEANS ALGORITHM AFTER 
CLUSTERING USING MANHATTAN DISTANCE 

Attributes Cluster 0 Cluster 1 
Parents Income 0 2 
Student Income 0 2 

Parent Debt 1 2 
Medical Cost 1 1 

Siblings Education Cost 1 1 

 
Given the sum of squares within-cluster distances as a 

measure of the deviation of the cluster elements, the model 
with the Euclidean distance is better than the model with 
Manhattan distance due to its lower value of the sum of 
squares within-cluster distances. The resultant dataset of 
elements in cluster 0 between K-Means with Euclidean 
distance and EM algorithm would have been 108 when the 
logical OR operator has been used. This would have been the 
same results obtained with the K-Means algorithm with 
Manhattan distance.  

 

IV. CONCLUSION 
This study uses clustering methods to determine needy 

students who require financial assistance. The attributes of 
the datasets employed in the study come from the income of 
both parents and the student and such recurring expenditures 
on non-avoidable circumstances like parent debts, medical 
costs, and siblings’ education costs. The dataset was 
normalized. The clustering methods were the K-Means 
algorithm with Euclidean distance measure and EM 
algorithm. As a control measure, the K-Means algorithm with 
Manhattan distance was also used to categorize the dataset. 
The study revealed that hybrid clustering methods yield better 
results. Moreover, the K-Means algorithm with Euclidean 
distance produces better categorization than the K-Means 
algorithm with Manhattan distance when the data is 
normalized. Future work should look at using the categorized 
dataset as a basis for a classification model that will be free 
from manual review, randomness and discretion of the 
selection committee. 
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